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PREFACE

A brief note of explanation concerning the origin of this book might prove
of interest to the reader. Initially, it was envisaged as one volume in a series
dealing with various aspects of physical processes in the chemical industry
and it was intended that it should cover the mathematical techniques applied
in the companion volumes. During the course of writing, however, it became
increasingly evident that the contents could, with little modification, be of
interest to a considerably wider readership than that for which the series was
intended. It was therefore decided to publish the work in its own right.

The aim of the authors throughout has been to produce a text of wide range
from which the student could derive the maximum benefit with the minimum
of assistance from other sources. With this aim in view, the book starts with
a revision course in basic algebra, geometry, and trigonometry, and subse-
quent chapters range over a wide field of mathematical techniques and their
applications. Although the chapters are arranged in logical sequence, many
are virtually self-contained and may be read in isolation. It is hoped that the
inclusion of a large number of worked examples will materially assist the
reader who is attempting to teach himself.

We should like to thank Professor J. C. Robb of Birmingham University
for his helpful suggestions and Mrs. C. J. Anson for typing the manuscript.

December, 1965 H. G. CumMInG
C. J. ANSON
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1
REVIEW OF ELEMENTARY ALGEBRA

INDICES

Algebraic notation is essentially a form of technical shorthand designed to
express statements of fact in a concise and precise form. One of the earliest
notations introduced to the subject concerns continued addition. Thus the
expression x + x is written 2x, x+ x + x is written 3x, and so on. The numbers
2 and 3 in these instances are termed ‘coefficients’.

A logical development from continued addition is continued multiplication,
i.e. expressions such as x X x, x X x X x, etc. We write x x x as x2, xX x X x as
x3, and so on, the numbers 2 and 3 in these cases being termed ‘indices’ or
‘exponents’. (It should be realized that in the same way that x is a shortened
form of 1x, x is also a shortened form of x!, the coefficient 1 and the index 1
both being conventionally omitted.) Quite generally, if » is any positive
integer, x* simply means the product of n x’s. The laws of indices follow
directly from this definition: we begin by considering positive integral
indices.

Multiplication law
This states that
XPx x? = xP*e,
i.e. to multiply, add indices. The result is obtained as follows.
Since X o= XXXXXX ... xx,pﬁmes
and X1 =xXXXXX ... XX, q times
therefore xPxx?f = (xxx... XX, p times) X(xxx... XX, g times)
=XXXXXX ... XX, (p+q) times
= xPte A (LD

Examples x4xx3 = x7; xxx" = x"t1; 3x2x 5x% = 15x6 '

Division law
This states that
XPex? = xP71
i.e. to divide, subtract indices. To prove the result, we note that
1
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xXP XXXXXX ... XX, ptimes

xT  xXxXXX ...Xx, qtimes

_(xxx...x,(p—q)times) X (x X x. . . X, q times)
XXXXX... XX, q times

where the total of p x’s in the numerator have been put into two groups, one
containing ¢ and the other the remaining (p—¢g). The group of ¢ x’s in the
numerator cancels with the identical group in the denominator, giving

xP

w5 = XXXXXX ... XX, (p—q) times
b

= x4 ...(12)

Examples x°+x* = x*; x"+x = x"7*; 21x% + 7x* = 3x5

Power law

This states that
(xP)1 = xM

i.e. to raise to a power, multiply indices. Starting from the definition
XP=XxXXXXX ...XX, ptimes
) =(xxx...%Xx, ptimes)x(xxxX ... xx, p times)x ...
X(Xxx...XXx, ptimes) -
the number of bracketed groups being g,
= XXXXXX ... XX, pq times
= xM ... (L3)

It should be carefully noted that there is no contradiction between the
multiplication and power laws; the latter is, in fact, the result of a repeated
application of the former.

Examples (22)3 = 26 = 64; (3x2)* = 81x8

The significance of x°
Applying the division law to the problem of dividing x? by x? we obtain,
subtracting indices,

xPxP = xP7P = x°
It is clear, however, that the result of dividing xP by itself must be 1 (except

in the case when x = 0, when the quotient takes the form of a limit: this is
discussed in Chapter 7). Thus

x0 =1 ... (14)
2



REVIEW OF ELEMENTARY ALGEBRA
for all values of x except zero. Thus
10 =1, 1000 = 1, (—1000)° = 1

Negative integral indices

Having established the significance of positive integral indices and the
index zero, we now examine the possibility of attaching a meaning to negative
integral indices, e.g. to such expressions as x—2, x—4, x=" If we apply the
multiplication law to the product of x? and x-?,

XPXx"P = xpt(-p)

x7P = — .. (L5)

1.e. x”? is simply the reciprocal of x*.

- 1 - 1 1

Examples 10 1=1—0;102=1_2=ﬁ);
1 1
N = = -
(-4 —ap =

Fractional indices

Having covered all cases where the index is integral (positive, zero, and
negative), we conclude by attaching a meaning to fractional indices of the
form p/q, where the numbers p and g are integral. Consider the product of
x1/2 with itself g times ; using the power law

xUaxxlax ... xx', g times = (x/9)
= xl
=X

It follows that x'/¢ is that quantity which, multiplied by itself ¢ times, gives
x, i.e. x1/4is the gth root of x. Thus

x!= 1 /[x ...(L.6)
Therefore x'/2 = \/x; x'/* = 3 /x; x!/* = % /x, and so on. It follows that
xPl1 — (xllq)p — (4V/x)p
and xPl1 = (xp)llq - q\/(xp)

Example Evaluate (27)*/3.

)

There are three ways of proceeding. We could write
QN =21 =) =9
3
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Alternatively
QD*? =3/ =3J129 =9

Clearly, the second method involves more arithmetic. The best method is to
work throughout in indices, thus

(27)2/3 = (33)2/3 = 32 =9

Exercise 1(a). Evaluate the following expressions:

6
(1) 3x® x 2ex* = 15x2 (7)) 2;%
(3) 10~3 ONCE I
5) (49)~%s (6) 43 x 4732

34 -1/2
o (3) ® (100"
©) EH™ (10) 3J/(8™Y
(11 (16x2)3‘/4><‘(125x'°')_2/3 (12 4:/\%2,;))
LOGARITHMS

Having defined a direct algebraic operation we may then go on to devise the
reverse, or inverse, operation. Such operations are analagous to forward and
reverse gearing, i.e. the effect of the two operations carried out one after the
other being to leave the position unaltered. One example of a pair of mutually
inverse operations is multiplication and division by the same number; another
is raising to the nth power and taking the nth root. Since the effect of the
inverse operation is to nullify that of the direct operation, it follows that
inverse operations provide a means of solving equations. For example,

y=3x
oy
.and x=3

are equivalent statements and each may be regarded as the solution of the
other: starting with x, we multiply by 3 to obtain y; starting with y, we
divide by 3 to obtain x.

Consider now the indicial, or exponential, relationship y = a*, i.e. starting
with x we raise a to the power x to obtain y. Suppose it is required to solve
this equation to express x in terms of y; clearly we must apply the operation
which is the inverse of the exponential operation. This inverse operation is
known as the ‘logarithmic’ operation and is defined as follows. If y = a*, then
the exponent x is the logarithm of y to base @ and we write x = log,y. Put
in a slightly different way, this definition states that the logarithm of a

4
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number () to a given base (a) is the power (x) to which the base must be
raised to equal that number, The important point to note is that
y=a

...(1.8)
and x =log,y o
are equivalent statements differing only in form, and that each may be
regarded as the solution of the other. The first is known as the ‘exponential’
form and the second as the ‘logarithmic’ form.

Examples (1) Since 64 = 43 (exponential form), then 3 = log, 64 (logar-

ithmic form).
1 1
ince —— = 10-2 i - = —_
(2) Since 100 10-2 (exponential form), then —2 = logy, (100>

(logarithmic form).

Since to every exponential relationship there corresponds an inverse
logarithmic form, it follows that the laws of indices may be expressed as
logarithmic laws. These we now proceed to derive.

Multiplication law
This states that
log, (xy) = log,x +log, y

From the definition, if log, x = p, then x = a”¥,

and if log,y = g, then y = a?; therefore
‘ Xy=axal=q?*?
Therefore log, (xy) =p+gqg
= log,x+log,y ...(19

i.e. the logarithm of a product is equal to the sum of the logarithms of the
separate factors.

Division law
This states that

log, (3) = logavx —log,y

With the notation of the preceding section,

E — ,a_p = ap—q
y 4
Thus logZ(E =p—q
y
= log,x—log, y ...(1.10)

5
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i.e. the logarithm of a quotient is equal to the logarithm of the numerator
minus the logarithm of the denominator.

Power law
This states that
log,(x?) = g log,x

From the definition, if log,x = p, then x = a?, therefore

x? = (a?)? = aP?
Therefore log,(x0) = gqp = q log,x .11
Examples (1) log,6 = log,2+1log,3

14 2x7
(2) log o (B) = log o <m)

= logo2+log,g7~log s 3—log x5

(3) logs °\/2) = log,(2'%)
= log, (4'/1°)
= -1

= 10

Change of base of logarithms

The logarithm of a given number depends upon the choice of base; how-
ever, given the value of the logarithm to one base, we may easily deduce the
value corresponding to another base. Let the two bases be a and b. If

y = log,x
then

x=a
and if

z = log, x
then

x = b*

bt =a

Taking logarithms to base b of both sides
z log,b = y log,a

ie. z = y log, a (since log, b = 1)
i.e. log,x = (log,x) x (log,a) ... (1.12)
Example log ;16 = (log, 16) x (iog /, 2)

=4x2

=R
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Practical uses of logarithms

Logarithms have an immediate application to evaluating products,
quotients, and powers, for, by using the laws we have derived, these opera-
tions may be replaced by the simpler processes of addition, subtraction, and
multiplication, respectively. In order to take advantage of this simplification
we must construct a numerical table of logarithms from which may be read
the logarithm of any number. Before constructing such a table, we must first
decide upon a numerical value for the base. Although the laws of logarithms
hold for any value of the base, in practice we virtually restrict ourselves to
one of two values, i.e. either 10 or a number denoted by e (e is a number
which arises in more advanced theoretical work: it is called the ‘exponential
number’ and is discussed more fully in Chapter 8). Logarithms to base 10 are
called ‘common’ logarithms and are mostly used for numerical calculation;
logarithms to base e are called ‘natural’ or ‘Naperian’ logarithms, and are
used in theoretical work in which they are of more convenience than common
logarithms. In this chapter we shall restrict our attention to common logar-
ithms.

If we put x = 10” and let y take integral values between —4 and +4, we
obtain the following Table.

¥y -4 -3 -2 -1 0 1 2 3 4

x 00001 0001 o001 o01 10 10 100 1,000 10,000

Since x = 10, then y = logo x, and the Table may be rewritten in the
following form.

x 00001 o001 o001 01 10 10 100 1,000 10,000

logyg x -4 -3 -2 -1 0 1 2 3 4

It now remains to fill in the gaps between the values of x chosen in the
Table. The details of the actual calculation of these depends upon more
advanced work (in fact, using the Taylor series, discussed in Chapter 9). It
is clear, however, that in general the logarithm will consist of two parts, an
integer and a decimal less than 1. (For example, since log;, 10 = 1
and log;o 100 = 2, logg 20 will lie between 1 and 2.) The integral part
of the logarithm is called the ‘characteristic’ and the decimal part the
‘mantissa.’

The advantage of choosing 10 as the base of logarithms will now be made
clear. Suppose that the logarithms of numbers between 1 and 10 have been
tabulated and that x is any such number. Then log;, x lies between 0 and 1
and, using the division law,
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log o (Ig‘o) = log o x—log;, 100 = —2+log o x 1

x
log o (ﬁ)) = log,px—log;y)10 = —1+log;px

logiox  =loggx—logyy 1 = O+logyox
log (10x) = logg x+10g1010 1+logox
log o (100x) = log o x+1l0g;4100 = 2+logiex

.. (1.13)

i

and so on, in which the first column on the right-hand side represents the
characteristics and the second column the mantissae. We observe that the
mantissae are all equal and that the logarithms differ only in their character-
istics, which increase by 1 each time the number is multiplied by a factor of
10. In practice, therefore, we need tabulate only the logarithms of numbers
between 1 and 10; this is sufficient to determine the mantissa of any number
and the characteristic is determined independently. This is equivalent to
saying that given a number in decimal form consisting of some sequence of
digits, the mantissa is determined completely by that sequence irrespective
of the position of the decimal point, the latter serving only to determine the
value of the characteristic. For example, putting x = 2-147 in equations
(1.13) and given that log; 2-147 = 0-3318, we have

log 10002147 = —2+0-3318 |

logo 02147 = —1+0-3318

logp2:147 = 0+0-3318 } ... (L14)
logp21-47 = 1+0-3318

logi2147 = 2403318

and so on. These results may be generalized in the following rules.

(1) For a number greater than 1, the characteristic is positive and one less
than the number of digits before the decimal point.

(2) For a number less than 1, the characteristic is negative and numerically
one greater than the number of zeros immediately following the decimal
point. In this case we adopt a special notation. For example, log;, 0-2147 =
—1+40-3318 and clearly we cannot write this as — 1-3318, since the latter ex-
pression means —1—0-3318. Instead, we write logyo 0-2147 = 1-3318, the
bar over the 1 denoting that it alone is to be considered negative, 0-3318 being
taken positive. If we use this notation we can rewrite equations (1.14) as

log o 002147 = 33318

logip 02147 = 1-3318

logip2:147 = 03318 } ... (1.15)

logip 2147 = 13318

log 2147 = 2:3318 ]
8
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and so on. The reader should familiarize himself with performing the basic
operations of addition, subtraction, multiplication, and division using the
bar notation; These are carried out exactly as in ordinary arithmetic as far as
the mantissae are concerned; we simply remember that 6, for example, means
—6 when we come to the characteristics.

-Examples (1) Addition:
23146+
4-8249
51395

since244 = —2—4 = -6 = §, and the + 1 to be carried over from adding
the mantissae makes this up to 5.

(2) Subtraction:
2:3146—
4-8249
1-4897

since Z—4 = —2—(—4) = 2, and 1 must be subtracted from this due to the
carry over from subtracting the mantissae.

(3) Multiplication: _ o
3%2:5432 = (3% 2)+(3 x 0-5432)
= 6+1:6296
= 5-6296
(4) Division:
26328 _ 4, 06328
2 20 2
= 2403164
= 2:3164

If the characteristic is not exactly divisible by the divisor, we proceed as
follows:

56328 _ 5406328
2 2
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i.e. since 5 is not exactly divisible by 2, we increase the number under the bar
to the next highest integer which is divisible by 2. Since this is 6, we have
subtracted 1 from the number, and this is compensated for by adding 1 to the
mantissa.

We come now to discuss the method of reading mantissae from a table of
logarithms. The following is an extract from a set of four-figure common
logarithms covering the range 6500 — 6999.

Differences
0o 1 2 3 4 5 6 7 8 9 1 234561789
65 § 8129 8136 8142 8149 8156 8162 8169 8176 8182 8189 112334556
66 ] 8195 8202 8209 8215 8222 8228 8235 8241 8248 8254 112334556
67 | 8261 8267 8274 8280 8287 8293 8299 8306 8312 8319 1123345256
68 | 8325 8331 8338 8344 8351 8357 8363 8370 8376 8382 11233 4456
69 J 8388 8395 8401 8407 8414 8420 8426 8432 8439 8445 112 23 4456

To fix ideas, suppose it is required to find log;y 65-37. To begin with, we
ignore the decimal point and concentrate on the sequence 6537, First locate
the number 65, formed by the first two digits, in the left-hand column; then
proceed horizontally to the right until the first column headed 3 is reached.
This pinpoints the number 0-8149. Now proceed along the ‘Differences’
columns until the column headed 7 is reached; this gives the number 0-0005.
The required mantissa is then 0-8149+0-0005 = 0-8154. Taking note of the
position of the decimal point in the number 65-37, we observe that the
characteristic is 1 and hence log;¢ 65:37 = 1-8154.

Examples (1) Evaluate log,, (6-5 % 65:37):
log o (6°5 % 65-37) = log,o 6:5+1ogy 6537
= 0-8129+1-8154
= 2:6283

65
(2) Evaluate log,, (ﬁ)

65
log o <€5T7> = log,, 6:5—log , 65:37

= 0-8129—1-8154
= 29975
(3) Evaluate log,¢+/(65:37):
log o 1/(65:37) = log, (65-37)"/2
10



REVIEW OF ELEMENTARY ALGEBRA
= 4 log, 65-37
= 1 x1-8154
= 0-9077

It is clear from these examples that by using the laws of logarithms in
conjunction with the table of logarithms we may easily form the logarithms of
products, quotients, and powers. In order to complete the calculations, we
must be able to determine the number which has a given logarithm; this is
known as ‘finding the antilogarithm’. Thus, if log;, 65-:37 = 1-8154, then
antilog;, 1:8154 = 65-37. (This is another example of inverse operations.)
Although there are tables of antilogarithms available from which this may be
done directly, the same result may also be achieved by using the logarithm
tables in reverse order. For example, to find antilog,;, 1:8154, first ignore the
characteristic 1 and search for the mantissa 0-8154 in the body of the Table.
This number does not in fact occur; the closest approximations are 0-8149
and 0-8156, corresponding to the sequences 6530 and 6540, respectively. Since
0-8149 is smaller than 0-8154 by 0-0005, we proceed horizontally to the right
until the number 5 in the ‘Differences’ columns is reached: this corresponds
to the sequence 0007 which is added to 6530 to obtain the sequence 6537.

/Finally, since the given characteristic is 1, there must be two digits before the
decimal point. Therefore

antilog o 1-8154 = 65-37

The method of setting out logarithmic calculations is illustrated in the
following examples.

Examples Using logarithms, evaluate

(1) 4796x2314 3 /6o >
07627 x 53-16 @ >JO6148)
(N log;o 4796 x2-314 No. Log
0-7627 x 53-16
4796 0-6808 +

= log;o 4796 +log;, 2-314 2314 03643
—loglo 0'7627—10g10 53-16 1-0451 —
_ 0-7627 1-8824
= 1-4371
1-1627 —
4796 % 2-314 5316 17256

Theref 4796x 2314
eretore 07627 % 53-16

0-2736 1-4371
= antiloglo T'4371
= (02736

11
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@) 3/0-6148)2 = (0-6148)2/3 No. Log
Therefore log;o 3,/(0-6148)2 0-6148 T-7888 x
= log;o (0-6148)2/3 2
= #log;o 0'»6148 1-5776 +3
= 1-8592 v _
0-7231 1-8592
Therefore 3,/(0-6148)2 = antilog;, 1-8592
= 0-7231

Exercise 1(b).  Evaluate, using logarithms:

. 8% 015
(1) 7614x0005823x001732 O 2148x01537

9876
(3) 47-64x8271
5635 x00157 @ 647
G a3y © /@12y
19-31)2x (5-361)3
@ ((25~41))3 : ((0-1496))4 ® (1427)2~—(5-62)2
2-483 % 7-651 (35:91)3
© \/( Satl ) 10) * ((7214))

GRAPHS

Mathematics is concerned with the relationships between connected quanti-
ties. For example, if A denotes the area of a square of side x, then 4 = x2.
In this particular example, both 4 and x possess physical significance and the
relationship between them can be expressed in the form of an equation.
Equally, a relationship which can be expressed by an equation can also exist
between abstract quantities. Another type of relationship, associated with
experimental work, is that expressed in the form of a table of corresponding
values. For example, during the course of a chemical reaction we may
measure the concentration of a particular substance at known times and
record the results (i.e. corresponding values of concentration and time) in
numerical form.

The equation in the one case and the table of values in the other contain,
in principle, all the information we have concerning the particular relation-
ship in question, but the form in which this information is couched is not
suited to quick and easy assimilation. It is with this object in view that we
devise a pictorial representation of the relationship, known as a ‘graph’.

To fix ideas, consider the relationship expressed by

y=2x+1
12



REVIEW OF ELEMENTARY ALGEBRA

We start by constructing a set of corresponding values of x and y; putting
x = -3, =2, —1,0, 1, 2, 3 in turn we obtain the Table below, in which the
numbers occurring in the last row are the sums of the two numbers immed-
iately above. ‘

x ] -3 -2 -1 0 1 2 3
2| -6 -4 -2 0 2 4 6
+1 +1 +1 +1 +1 +1 +1 +1
y| -5 =3 -1 1 3 5 71

A sheet of squared paper is now divided into four parts (quadrants) by two
perpendicular lines Ox, Oy (Figure 1). The lines Ox, Oyare called the‘x’and ‘y’

xy

_6.—

‘F1G. 1

axes, respectively, and their point of intersection O is called the‘origin’. Using a
convenient scale which covers the range of values of x and y in the Table, the
axes are marked off in successive units; they are positive when proceeding to
the right from O along Ox and when proceeding upward from O along Oy,
and negative in the reverse directions. (Note that different scales may be
used on the x and y axes, provided the same scale is used on both sides of
each axis.)

The first pair of corresponding values in the Table, i.e. x = —3,y = —5,
is now represented on the paper as a point in the following manner. Starting
at the point —3 on the x axis, proceed parallel to Oy until the point P, is
reached corresponding to the level —5 on the y axis. Then P, is marked and

13



INDEX

Analysis of variance 445-55, 464-65
calculation procedure 447-50
linear regression 464-65
simple randomized experiment 445-50
table 448
two-factor experiment 452-53
use of randomized blocks 450-52
Angle between two lines 115
Arc lengths, of plane curves 277
Areas bounded by plane curves 267
Argand diagram 294
Argument of complex number 295
Auxiliary equation 320
Average (arithmetic mean) 358-60
confidence limits on 411-20
standard error of 398
Average chart 400-02
table of control limits 401
Average and range chart, calculation of
limits 403-05

Binomial distribution 375-~78
approximation by normal distribution
394
approximation by Poisson distribution
386
average 377
table of probabilities 380-81
variance 378
Binomial expansion, any index 149
approximate expansions 157
ascending and descending power series
155
positive integral index 143
validity 152

Cartesian co-ordinates 93
Centre of gravity 283
Centre of pressure 291
Circle, arc length 61
area of sector 61
area of segment 61
equation of, centre origin 123
equation of tangent 127
equation of normal 128
general equation 123
length of tangent from a point 129

parametric equation 126
Circular functions, addition and sub-
traction 78-80
calculation 58
definitions 46-47
inverse 89-92, 211
multiple angle formulae 77-78
relationships 55-57
sums and differences of angles 73-75
values 48-55
Collective properties, of group 352
Combination 142
Complementary function 319
Complex numbers, addition and subtraction
297
definition 294
division 298, 301
multiplication 298, 301
polar form 299
powers 302
roots 303
Condition that two circles should touch 135
Condition that two lines are parallel 116
Condition that two lines are perpendicular
116
Confidence limits, average 411-20
difference between averages 429-34
ratio of variances 434-35
single- and double-sided 418
single-sided 418-20
variance 421-27
Continuous data 353
frequency diagram 355-56
Control charts 396-406
average 400-02
number defective 396-98
range 402-04
Convergence of series 152
Cosine rule 70
Counting 353

D operator 318

D’Alemberts’ test 154

Dead-beat response 321

Definite integral 259

Degrees of freedom 410-11

Derivative of a function 182
partial 339
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INDEX

Deviation 361-62
Differences between averages, confidence
limits 429-34
Differences between variances, confidence
limits 434-35
Differential equations, solvable by direct
integration 312
second-order linear 318
Differentiation, compound circular func-
tions 196
exponential function 204
function of a function 198
hyperbolic functions 207
inverse circular functions 212
inverse hyperbolic functions 214
log x 201
sin x, cos x 187
sums, differences, products, quotients
190
x" 186
Discrete data 353-55
Dispersion 358
measures of 360-65
Distance between parallel lines 114
Distance from point to a line 113
Distance between two points 96
Divergence of series 153
Division of line segment 97-98

Equations, exponential 44
higher-order 42
linear, one variable 25, 29
linear, two variables 26
linear, three variables 31-33
quadratic, one variable 33-37, 3840
trigonometric 82-88
Errors of prediction, regression 46265
Experimental error 445-47
Exponential function 203

F distribution 420-21

tables of percentage points 422-25
F test 44041
Factorization of quadratic expression 40
Freedom, degrees of 410-11
Frequency 355

diagrams 353-57

properties 358-67

interval size 355
Functional relationship 179
Functions of complex variable 305
Functions of two variables 338

Graphs, definition 12
determination of laws 18-24
determination of maxima and minima 16

extrapolation 14

interpolation 14

solution of equations 15, 27, 36
Grouping 355

Histogram 357

Homogeneity of variances 446

Hydrostatic thrust 290

Hyperbolic functions 204
inverse 213

Indices, definition 1
division 1
fractional 3
multiplication 1
powers 2
Integration, applications 267-92
inverse process 238
by partial fractions 246
by parts 255
standard forms 239
by substitution 250
Interaction 453-54
Intersection of line with circle 130
of two circles 133
of two lines 116

Limit 180
Line, equation of 100-11
Linear regression 457
Linear relationship 45666
purpose of 456
Location 358
measures of 358-60
Loci 100
Logarithms, change of base 6
characteristic 7
common 7
definition 4
division 5
mantissa 7
multiplication 5
Napierian 7
practical uses 7-11
powers 6

Maclaurin series 223
Maxima and minima, functions of one
variable 232
functions of two variables 347
Mean (arithmetic average) 358-60
of binomial distribution 377
confidence limits on 411-20
of Poisson distribution 383
Mean deviation 362
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INDEX

Mean values 275

Means, comparison by ¢ test 441-43
comparison by analysis of variance 445—

55

Measures of dispersion 360-65

Measure of location 358-60

Measurements 353

Median 359-60

Mode 360

Modulus, of complex number 295

de Moivre’s theorem 304

Moments of inertia 288

Natural behaviour of a system 319
Newton’s method for approximate solution
of equations 228
Normal to curve 219
Normal distribution 364-65, 388-95
approximation to binomial distribution
394
approximation to Poisson distribution
394-95
nature and equation 388
table of probabilities 390-91
use of tables 392-94
Normality, departure from 431, 434
Null hypothesis 438
Number defective control charts 396-98
control limit factors 397

Orthogonal circles 135

Pairs of straight lines 118

Parameter 409

Partial derivative 339

Partial fractions, inverse process 162
non-repeated linear factors 163
non-repeated quadratic factors 171
repeated linear factors 168
repeated quadratic factors 173
summary of rules 174
use in integration 246

Particular integral 326

Permutation, definition 140
notation 140

Poisson distribution 378-84
approximation to binomial distribution

386

average 383
cumulative probability 384-86
derivation 379
table of probabilities 385
variance 383

Polar co-ordinates 93

Population 352
and sample 409-27

Probability 368-74
addition law 369-70
conditional 371
definition 368-69
independence 372
joint 371
multiplication law 370-73

Quality control, by measurement 400-05
by number defective 396-98

Radian measure 59-60
Randomization, use in experimentation
360-61
Range 402-04
control chart 404
control limit factors 402
ratio to standard deviation table 417
table of factors to estimate standard
deviation 416
Reduction formulae 263
Regression, analysis of variance 464-65
linear 457
Regression line, calculation by method of
least squares 459-62
calculation by three-group method 457--
59
errors of prediction 462-65

Sample 352, 409-27
Scatter diagram 456-57
Significance, of differences
averages 441-42
levels of 438-39
nature of 438
of variance ratio 440-41
Simple harmonic motion 323
Simultaneous linear differential equations
334
Sine rule 68
Skewness 358, 365-66
Small errors 221, 345
Solution of triangles 63-67
Standard deviation 362-65
binomial distribution 377-78
Poisson distribution 383
physical interpretation 364-65
population 409
sample 409-10
Standard error of average 398400, 411
Statistic 409
Statistical methods, nature of 352
Steady state solution 332
Surface area of solids of revolution 281

between
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t distribution 413-14

table of percentage points 415
t test 44142
Tally chart, diagram 353-54, 356
Tangents to curves 216
Taylor series 227
Test of significance 438-43
Total differential 343
Transformations, use of 365-66

INDEX

Variance 362-64
binomial distribution 378
confidence limits on 421-27
estimate from range 416
Poisson distribution 383
Variance components 446-47, 452
Variance ratio, table of percentage points
422-25
Variation, nature of 352, 353
Volumes of solids of revolution 279
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